
Homework 4
Solutions

Book problems:

1. Problem 8.1 from the book (p 394)

Solution:

2. Problem 8.2 from the book (p 394)

Solution:

3. Problem 8.3 from the book (p 394)

Solution:

4. Problem 8.4 from the book (p 394)

Solution:

5. Problem 8.5 from the book (p 394)

Solution:
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6. Problem 8.6 from the book (p 394)

Solution:

7. Problem 8.7 from the book (p 394)

Solution:

8. Problem 8.8 from the book (p 394)

Solution:
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9. Problem 8.20 from the book (p 396)

Solution:

10. Let (X1, X2) ∼ N2(0, 0, 1, 1, ρ) (i.e. X1 and X2 share a Bi-Variate normal distri-
bution)

a) Show that ρ̂ = X1X2 is an unbiased estimator for ρ (pronounced Rho) Hint:
The conditional Expectation Theorem can be used here

Solution:
First, note that since (X1, X2) ∼ N2(0, 0, 1, 1, ρ), we know that (from crib-
sheet/last semeseter)

X1 ∼ N(0, 1) and

X2|X1 = x1 ∼ N(ρ(x1), 1− ρ2).

Each implies E[X1] = 0 and E[X2|X1 = x1] = ρx1, respectively. Thus we can
see

E[X1X2] = E[E[X1X2|X1 = x1]]

= E[X1E[X2|X1 = x1]]

= E[X1ρX1]

= ρE[X2
1 ]

= ρ(V [X1] + E2[X1])

= ρ

and thus X1X2 is an unbiased estimator for ρ.

b) Find MSE(ρ̂). Hint: The conditional Variance Theorem can be used here

Solution:
Using the marginal and conditional distributions discussed in the previous
part, we see that

MSE(ρ̂) = MSE(X1X2)

= V [X1X2] +B2(X1X2)

= V [X1X2]

= E[V [X1X2|X1 = x1]] + V [E[X1X2|X1 = x1]]
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= E[X2
1V [X2|X1 = x1]] + V [X1E[X2|X1 = x1]]

= E[X2
1 (1− ρ2)] + V [X1X1ρ]← Since X2|X1 = x1 ∼ N(ρx1, 1− ρ2)

= (1− ρ2)E[X2
1 ] + ρ2V [X2

1 ]

= 1− ρ2 + 2ρ2 ← Since X1 ∼ N(0, 1)⇒ X2
1 ∼ χ2

1

= 1 + ρ2

11. Let X1, ...Xn be i.i.d. Exp(δ) where δ > 0 is unknown.

a) Show that X̄ =

∑n

i=1
Xi

n is an unbiased estimator for δ
Solution:

Proof.

E[X̄] = E[

∑n
i=1Xi

n
]

=

∑n
i=1E[Xi]

n

=

∑n
i=1 δ

n
← Since X1, ..., Xn are i.i.d. Exp(δ)

=
nδ

n
= δ

⇒ B(X̄) = δ − δ
= 0

Thus X̄ is an unbiased estimator for δ.

b) Show that nX(1) = n×min(X1, ..., Xn) is an unbiased estimator for δ
Solution:

Proof. First, either claim X(1) ∼ Exp(δ/n) from class, or prove that X(1) ∼
Exp(δ/n) as below:

fX(1)
(x) = n(1− F (x))n−1f(x)

=

{
n(1− (1− e−x/δ))n−1e−x/δ 0 < x <∞
0 else

← Since X1, ..., Xn are iid Exp(δ)

=

{
ne−nx/δ 0 < x <∞
0 else
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Since X(1) has the PDF of Exp(δ/n), we conclude that X(1) ∼ Exp(δ/n).
Thus

E[nX(1)] = nE[X(1)]

= n(δ/n)← Since X(1) ∼ Exp(δ/n)

= δ

⇒ B(nX(1)) = δ − δ
= 0

Thus nX(1) is an unbiased estimator for δ.

c) Which estimator is better for estimating δ, X̄ or nX(1)?
Solution:

Proof. Note: Since X1, ..., Xn are i.i.d. Exp(δ), we see that
∑n
i=1Xi ∼ Γ(n, δ)

MSE(X̄) = V [X̄] +B2(X̄)

= V [X̄]

↑ Since X̄ is unbiased

=
1

n2
V [

n∑
i=1

Xi]

=
1

n2
nδ2

↑ Since
∑n
i=1Xi ∼ Γ(n, δ)

=
δ2

n

MSE(nX(1)) = V [nX(1)] +B2(nX(1))

= V [nX(1)]← Since

nX(1) is unbiased

= n2V [X(1)]

= n2
δ2

n2

↑ Since X(1) ∼ Exp(δ/n)

= δ2

Since both estimators are unbiased and MSE(X̄) < MSE(nX(1)) we con-
clude that X̄ is the better estimator.

Challenge Question:
Let X1, ...Xn be i.i.d. U(−θ, θ). Find an unbiased estimator θ̂ that is a function of

X1, ..., Xn
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