HW 1

Solutions

1. Let X be distributed Gamma(a, ) and let a > 0 be a constant. Find the distri-
bution of U = aX.
Solution:
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Where 0 < u < oo.
Thus U ~ I'(«, ap)

2. Let X be distributed Normal(u, 02) and let a > 0,b be constants. Find the distri-
bution of U = a(X +b).
Solution:
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Where —oco0 < u < 0.
Thus U ~ N(a(b+ ), (ac)?)

. Let X be distributed Uniform(0, #) where § > 0 and let a > 0 be a constant. Find
the distribution of U = aX.
Solution:
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Where 0 < u < af.
Thus U ~ U(0, af)

. Let X1, Xy be distributed Bernoulli(p), and let X; and X9 be independent. Find
the distribution of U = X7 + X»
Solution:

X1, X2 ~ Bernoulli(p) = mx, (t) = mx,(t) = 1 — p+ pe
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Thus U ~ Binomial(2, p)

5. Let X1, Xy be distributed Poisson(\), and let X; and X5 be independent. Find
the distribution of U = X7 + X5

Solution:
X1, X5 ~ Poisson(\) = mx, (t) = mx, (t) = et —1)
My(t) = E[
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Thus U ~ Poisson(2\)

6. Let X7, X5 be distributed Gamma(a, 8), and let X; and X5 be independent. Find
the distribution of U = X7 + X»
Solution:

X1, X2 ~ Gamma(a, ) = mx, (t) = mx,(t) = (1 — pt)" for t < %

My(t) = E[e"]
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Thus U ~ Gamma/(2«, f3)
7. Let X be distributed Uniform(0, 1). Find the distribution of U = —In(X)

Solution:
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Where

0<z<l = —oco<In(z)<0
= 0< —In(z) <0
= 0<u<oo
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Where 0 < u < oo.
Thus U ~ Exponential(1)

8. Let X1, Xa, ..., X,, all be be distributed Normal(p, 0?). Let X1, X2, ..., X, be mu-
tually independent.

a) Find the distribution of U = >/, X; for positive integer m < n

Solution:
2
X1, Xo,..Xp ~ Normal(u, o) = mx, (t) = mx,(t) = ... = mx,, (t) = ehttot
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Thus U ~ Normal(mpu, mo?)

b) Find the distribution of Z? where Z = Xl;“ Hint: Can the solution from
problem #2 be applied here for specific values of a and b?
Solution:
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This is the mgf of I'(,2). Therefore Z2 ~ I'(3,2).

9. Problem 6.14 from the book (p 309)

Since ¥} and ¥; are independent, so f(y,.y,) =18(y, - }f)y‘ for0=y=1,0=y,=1.
Let U= 11 F,. Then,

1

1
Fp(u)= P(U <u)=P(XY, <u)= P, <u/ 1) = P(¥, >u/ ) =1- [ [18(y, - y])yidy,dy,

u uly;

= 0w’ — 81 + 60’ lnu.
o) =Fi(uw)=18u(l-u+ulnu) 0=u<1.

10. Problem 6.15 from the book (p 309)

Let I have a uniform djst'ributiou on (0, 1). The distribution function for L7 1s
F (u)=P(U <u)=u,0=u=1 Fora function G, we require G(L/) = ¥ where ¥ has

distribution function Fy(y) = 1— e’ ,¥ = 0. Note that
Fy)=PT=y) = PGW)<y)=FlU <G (M]=F[G"(M]=w

So it must be true that G7(y)=1— e = u so that G() = [[n(1— )] **. Therefore, the
random variable ¥= [-In(1-4 )] 2 has distribution function F Hy).

11. Problem 6.69 from the book (p 332)



a. The jomt density 1s f(y.y,)=5r. 1> L) > L
b. We have that y1 = w12 and y» = #3(1 — u1). The Jacobian of transformation is 2. So,
VACRE e v

with limits as specified in the problem.

¢. The limits may be simplified to: 1/uy < w2, 0 <up < 1/2, or V(1—y) <wa, V2 <up = 1.
d.If0 < uy < 1/2, then f, (1) = j i =
Limy

-]

If12<u =1, then fy ()= IW&‘J: ==
1(l1) ! -
e. Not independent since the joint density does not factor. Also note that the support is

not rectangular.

Challenge Question:
Let X be a random variable with a pdf of fx(x) and a cdf of Fx(x) on the support
(a,b). Prove that the distribution of U = F(X) is Uniform(0, 1). Hint: The cdf of a
random variable is always invertible.



