
Homework 5
SOLUTIONS!

1. Let Y1, . . . , Yn denote a random sample from the distribution with the PDF

fX (x) =

{
(θ + 1)yθ 0 < y < 1
0 else

Where θ > −1. Find the method of moments estimator for θ

Solution:
First, we see that the distribution shared by Y1, . . . , Yn is Beta(θ + 1, 1) Which
means that the first moment is θ+1

θ+2 . So, we set the first moment equal to the first

smaple moment (Y =
∑n

i=1 Yi
n ) to get our estimator

Y =
θ + 1

θ + 2

⇒ Y θ + 2Y = θ + 1

⇒ θ(Y − 1) = 1− 2Y

⇒ θ =
1− 2Y

Y − 1

2. Problem 9.71 from the book (p 475)

Solution:

3. Problem 9.74 part a from the book (p 475)

Solution:
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4. Problem 9.79 from the book (p 476)

Solution:

5. Problem 9.82 part b from the book (p 481) Solution:

Second derivative test to confirm local maximum:

d

dθ
lnL(θ) = −n/θ + (

n∑
i=1

Y r
i )/θ2

⇒ d2

dθ2
lnL(θ) = n/θ2 − 2(

n∑
i=1

Y r
i )/θ3

=
nθ − 2(

∑n
i=1 Y

r
i )

θ3

⇒ d2

dθ2
lnL(θ)|θ=(

∑n
i=1 Y

r
i )/n =

∑n
i=1 Y

r
i − 2(

∑n
i=1 Y

r
i )

[(
∑n

i=1 Y
r
i )/n]3

< 0

since (
∑n

i=1 Y
r
i ) > 0. Since the second derivative is negative at the critical point,

we see that the critical point is in fact a local maximum. Thus the MLE is θ̂ =
(
∑n

i=1 Y
r
i )/n

6. Problem 9.83 from the book (p 481)

Solution:

7. Problem 9.92 part a from the book (p 463)
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Solution:

8. Problem 9.96 from the book (p 483) Hint: Is there an example in section 9.7 that
might be helpful?

Solution:

9. Problem 9.97 from the book (p 482), and (c) use the invariance property the
MLE in order to find the maximum likelihood estimator for the variance of the
distribution

Solution:

Second Derivative test to confirm local maximum:

d

dθ
lnL(p) =

n

p
− 1

1− p

(
n∑
i=1

Yi − n

)
d

dθ
lnL(p) = − n

p2
− 1

(1− p)2

(
n∑
i=1

Yi − n

)
< 0

since n
p2
> 0, 1

(1−p)2 > 0, and
∑n

i=1 Yi ≥ n (because Yi ≥ 1). Since the second

derivative is always negative (and therefore is negative at the critical point), we
see that the critical point is in fact a local maximum. Thus the MLE is p̂ = 1

Y
.

c. Since Y1, . . . , Yn are iid Geo(p), we know that the variance of the distribution
is 1−p

p2
.
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By the invariance property of the MLE we have that the MLE 1̂−p
p2

for 1−p
p2

is

1̂− p
p2

=
1− p̂
p̂2

=
1− 1/Y

(1/Y )2

Challenge Question:
Let θ̂ be the MLE for θ. Prove that the MLE for f(θ) is f(θ̂) when f has a unique

inverse function f−1 such that f(f−1(x)) = f−1(f(x)) = x for all real x. (i.e. prove the
invariance property for MLE in the case when f is one-to-one)
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