
Homework 8
Solutions!

Note: For problems where the 1− α confidence level is specified (i.e. 95% confidence
level), you are to find the appropriate percentiles. You can look them up in the correct
table in appendix 3 of the book. You may laso be able to find these tables online. In

some cases, there may not be a table, because you are able to determine the percentile
by evaluating an integral in the same way that the book does in example 8.4 and

example 8.5.

1. Problem 8.39 from the book (p 409)
Solution:

2. Problem 8.40 from the book (p 409)
Solution:

3. Problem 8.41 from the book (p 409)
Solution:

4. Problem 8.42 from the book (p 410)
Solution:
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5. Problem 8.43 from the book (p 410)
Solution:

6. Problem 8.44 from the book (p 410)
Solution:

7. Problem 8.46 from the book (p 410)
Solution:

8. Problem 8.47 from the book (p 410)
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Solution:

9. Problem 8.58 from the book (p 417)
Solution:

10. Problem 8.59 from the book (p 418)
Solution:

11. Let X1, X2, ..., Xn be i.i.d.Exp(δ)

a) Construct a pivot for a CI for δ, based on X1, ..., Xn and identify the distri-
bution of your pivot.
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Solution 1:

Xi ∼ Exp(δ)

⇒ Xi

δ
∼ Exp(1)

⇒
∑n
i=1Xi

δ
=

n∑
i=1

Xi

δ
∼ Γ(n, 1)

Solution 2:

∑n
i=1Xi

δ
=

n∑
i=1

Xi

δ
∼ Γ(n, 1)

⇒ X̄

δ
∼ Γ(n,

1

n
)

b) Construct a one-sided lower bound 1− α CI for δ that is based on the MLE
or δ.
solution:
Let gα be the 1 − α percentile of Γ(n, 1), and let X =

∑n
i=1Xi/n, which is

the MLE for δ.

X1, . . . , Xn iid Exp(δ)

⇒
n∑
i=1

Xi ∼ Γ(n, δ)

⇒ X ∼ Γ(n, δ/n)

⇒ nX/δ ∼ Γ(n, 1)

⇒ P (
n

δ
X < gα) = 1− α

⇒ P (
n

gα
X < δ) = 1− α

So, our 1− α lower bond CI for δ is ( ngαX,∞)

c) Assuming that n is sufficiently large,Construct an approximate one-sided up-
per bound 1 − α CI for δ using X1, ..., Xn and an appropriate estimator for
V [X1].

Solution:
Let Zα is the 1 − α percentile of the N(0, 1) distribution. We know that
the MOM estimator and the MLE are both δ̂ = X =

∑n
i=1Xi/n, so by the

invariance property of the MLE, we know that the MLE for V [X1] = δ2 (which
is an appropriate estimator to use when constructing an approximate CI) is

X
2
. For this solution we will simply use the MLE estimator, but the sample

variance S2 =
∑n
i=1(Xi − X)2/(n − 1) is another appropriate estimator for

V [X1] when constructing an approximate CI.

√
n
X − δ
δ

∼ N(0, 1) (approximately, by CLT)
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X is the MLE for δ

⇒
√
n
X − δ
X

∼ N(0, 1) (approximately)

⇒ P (−Zα <
X − δ√
X

2
/n

) ≈ 1− α

⇒ P (−ZαX/
√
n < X − δ) ≈ 1− α

⇒ P (δ < X + ZαX/
√
n) ≈ 1− α

So, our approximate upper bound 1 − α CI is (−∞, X + ZαX/
√
n) (we can

also turn this into (0,
√
n X̄
−Zα+

√
n

) since δ > 0, by definition).

Challenge Question:
Let X1, ...Xn1 be i.i.d. N(µ, σ2

x) and let Y1, ..., Yn2 be i.i.d. N(µ, σ2
y) where µ, σx, & σy

are unknown, and assume that all of the X ′s and all of the Y ′s are independent from
each other. Construct a 1− α two-sided confidence interval for σx

σy
that is a function of

all of the X ′s and all of the Y ′s.
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