Homework 7

Solutions!

1. Let X1,..., X, be iid. I'(er, ). Show that U = >_7* ; X is sufficient for 5 when o
is known.
Solution:
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So, by the factorization theorem we have that U = 7' ; X; is a sufficient statistic
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where g(u,0) = g(>° i, zi, ) =e  # (W)” and h(xi,...,zy) = [, xf‘fl

2. Let Xy,..., X, be i.i.d. NBinomial(r,p). Show that U = Y i* | X; is sufficient for
p when r is known.
Solution:
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So, by the factorization theorem we have that U = >_1* ;| X; is a sufficient statis-
tic where g(u,0) = g(> 1 x5,p) = p" (1 — p)(zizlmi)_"r and h(z1,...,z,) =
MM (05)

3. Let X1,..., Xy, be ii.d. U(0,0). Show that Y{, is sufficient for ¢

Solution:
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So, by the factorization theorem we have that U = X, is a sufficient statistic
where g(u,0) = g(z(n),0) = Q%I(x(n) < 0) and h(z1,...,zn) = 1(0 < (1))

4. Let Xy,..., X, be i.i.d. Exp(ad + b).

a) Show that U = Y ;" X; is a sufficient statistic for § when a > 0 and b > 0,
and are both known values.
Solution:
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Here we have g(>°1"  2,0) = me os+b and h(zy, ..., zn) = 1(0 < z(y)).
Thus, by the factorization theorem we see that U = };"; X; is sufficient for
J.

b) An unbiased estimator for d in this problem is (X —b)/a where X = (37, X;) /n.
Can this unbiased estimator be improved using the Rao-Blackwell theorem?
Explain your answer.

Solution:

The Rao-Blackwell theorem states that given an unbiased estimator § for &
and a sufficient statistic U, then 6* = E[§|U = u] will have the property
V[6*] < V[6], but we can see in the proof of this property we have V[§] =
VI[6*] + E[V[§|U = u]]. Since § = (X —b)/a is a function of U = 37 | X;, we
see that 6|U = u is a constant ([u/n—b]/a), and thus V[5|U = u] = 0, leaving
V[§] = V[6*]. Therefore, the Rao-Blackwell theorem cannot be applied to
improve the estimator.



. Problem 9.38 from the book (p 462)

Solution:
For this exercise, the likelihood function is given by
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a. Wheno” is known, Y is sufficient for i by Theorem 9.4 with

— 2uny — np? ni? _n 1l n s
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b. When u is known, use Theorem 9.4 with

9 (v =i eH) = (07) " exp —Z?}% and h(y) = (2m) ",

c¢. When both p and o’ are unknown, the likelihood can be written in terms of the two
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statistics Uy = ¥, and Uy = ¥;* with h(y) = (2r) "". The statistics ¥ and S’

are also jointly sufficient since they can be written in terms of U; and U,.

. Problem 9.40 from the book (p 463)

Solution:

The likelihood is L(8)=2"0"]]",y, exp[— >y _.fe), By Theorem 9.4, U=Y"" ¥ is
sufficient for 6 with g(u,0)=0" exp[— u.-‘B) and h(y)= 2" Lyl. .

. Problem 9.41 from the book (p 463)
Solution:

The likelihood is L(at)= o "m" ([‘[_’:l y,.)"'l exp(— > _.fa), By Theorem 9.4, U

n n -1
=ZI_=lYI.”‘ is sufficient for a with g(u,a)=a" exp[— u..fa) and h(y)= m" (rLlyl.)m .

. Problem 9.42 from the book (p 463)

Solution:
The likelihood function is L(p) = p"(1- p)* ™" = p"(1- p)™". By Theorem 9.4, ¥ is
sufficient for p with g(¥,p)= p"(1 = p)*" and h(y) = 1.

. Problem 9.43 from the book (p 463)
Solution:
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With 6 known, the likelihood is L{a)=a"0™™ (l—[my,.)ﬂ . By Theorem 9.4, U = H.-=1Y

n -1
is sufficient for o with g(u,a) =a"8™ (Hfﬂyj and h(y) = 1.



10. Problem 9.44 from the book (p 463)
Solution:
With B known, the likelihood is L(a)= "B ([ ", y,.)'"“'”, By Theorem 9.4, U =
HLY,. is sufficient for « with g(u,0) = o™ (u)'*" and h(y) = 1.

11. Problem 9.45 from the book (p 463)

Solution:
The likelihood function is
LO=[1, f:10)=[a®)] [l'l:’:lbty.-)lexp[— () d(y, )],
Thus, U= Z.nl d(Y,) is sufficient for 6 because by Theorem 9.4 L(8) can be factored

into, where u= " d(y,). g(u.0)=[a(0)]" exp[- c(0)u] and h(y)= [ " b(y,).

12. Problem 9.46 from the book (p 463)

Solution:
The exponential distribution is in exponential form since a(p) = c(p) = 1/ B, b(y) = 1, and
d(y) =y. Thus, by Ex. 9.45, Z;Yf is sufficient for B, and then so is V .

Challenge Question:

Let X1, ..., X;, be i.i.d. U(61,02). Show that (X(1), X)) together are jointly sufficient
for (01,02). Hint: To show two statistics are jointly sufficient you can use the
factorization theorem by showing that the likelihood can be written as the product of a
function of just the data alone and a function of just the proposted staistics and the
unknown parameters.



