Homework 4

Solutions

Book problems:
. Problem 8.1 from the book (p 394)

Solution:

Let B=B(0). Then,
MSE®) = E[6 - 0)?|= E[0 - E@) + B |- B 6~ EOF |+ BB + 28 £l - £6)|

=V(©)+B°.

. Problem 8.2 from the book (p 394)

Solution: R A R
a. The estimator 6 is unbiased if £(0)=0. Thus, B(6)=0.

b. E(0)=0+5.

. Problem 8.3 from the book (p 394)

Solution:
a. Using Definition 8.3, B(é) =ab+b—-0=(a—1)0 + b.
b. Let 6" =(0-5b)/a.

. Problem 8.4 from the book (p 394)

Solution:
a. They are equal.

b. MSE©)>V(©).

. Problem 8.5 from the book (p 394)

Solution:



a. Note that £(0°)=0 and V(0" )=V[(0—b)/al=V(0)/a’. Then,
MSE® ) =V(®")=V(©)/d’.
b. Note that MSE(0) =V (0)+ B©) =V(©)+[(a—1)0+b]*>. A sufficiently large value of
a will force MSE(0") < MSE(0). Example: a = 10.

¢. A amply small value of @ will make MSE(0") > MSE(0). Example: a=.5, b =0.

6. Problem 8.6 from the book (p 394)

Solution:

a. E©,)=aE®,)+(1-a)E®,)=ad+(1-a)p=6.

b. ¥(0,)=aV(0,)+(1-a)V(®,)=a’c’ +(1-a)c?, since it was assumed that 0, and

0, are independent. To minimize V(é_.j), we can take the first derivative (with

respect to a), set it equal to zero, to find

2
G
a=———.
G, +0,
(One should verify that the second derivative test shows that this is indeed a

minimum.)

7. Problem 8.7 from the book (p 394)

Solution: A A
Following Ex. 8.6 but with the condition that 6, and 6, are not independent, we find

V(,)=a’c’ +(1—-a)s’ +2a(l-a)c.

Using the same method w/ derivatives, the minimum is found to be

8. Problem 8.8 from the book (p 394)

Solution: o
a. Notethat 0, 0,, 0, and O, are simple linear combinations of 11, Y5, and ¥3. So, it is

easily shown that all four of these estimators are unbiased. From Ex. 6.81 it was shown
that 64 has an exponential distribution with mean 0/3, so this estimator is biased.

b. It is easily shown that 1(0,) =07, V(0,)=0%2, V(0,) = 50"/9, and V(0 ) = 67/9, so

the estimator és is unbiased and has the smallest variance.



9. Problem 8.20 from the book (p 396)

Solution:
If ¥ has an exponential distribution with mean 6, then by Ex. 4.11, E(\/?): AT /2.
a. Since Y1 and }> are independent, E(X) = n6/4 so that (4/7).X is unbiased for 6.

b. Following part a, it is easily seen that E(W) = JI292/16, SO (42/11'2)W is unbiased for 67,

10. Let (X1,X2) ~ N2(0,0,1,1,p) (i.e. X; and Xo share a Bi-Variate normal distri-
bution)

a) Show that p = X7 X5 is an unbiased estimator for p (pronounced Rho) Hint:
The conditional Expectation Theorem can be used here

Solution:
First, note that since (Xj, X2) ~ N2(0,0,1,1,p), we know that (from crib-
sheet /last semeseter)
X1 ~ N(0,1) and
Xo|X1=z1 ~ N(p(z1),1-p?).

Each implies E[X;] = 0 and E[X32|X; = z1] = px1, respectively. Thus we can

E[X1X] = E[E[X1X|X) = 21]]
= FE[X1E[X2| X1 = x1]]
—  E[X1pX]
= pE[X]]
= p(V[X1] + E*[X1))
= p

and thus X; X5 is an unbiased estimator for p.
b) Find MSE(p). Hint: The conditional Variance Theorem can be used here

Solution:
Using the marginal and conditional distributions discussed in the previous
part, we see that

MSE(p) = MSE(X1X5)

V[X1Xs] + B*(X1Xo)

V[X1Xo]

= E[V[X1Xo|X1 = 21]] + V[E[X1 X2| X1 = 21]]



= E[X{V[X2|X1 = z1]] + VX1 E[Xo| X1 = 21]]

= E[X?(1 - p»)]+ V[X1X1p] < Since Xo|X; = 21 ~ N(pz1,1 — p?)
(1 P E[XF] + p*V[XT]

1 — p? +2p? < Since X1 ~ N(0,1) = X? ~ x?

11. Let X1,...X,, be ii.d. Exp(d) where § > 0 is unknown.

> X . .
a) Show that X = Z’% is an unbiased estimator for §

Solution:
Proof.
_ noX,;
E[X] = E[==1
X] = B
_ 2im BlX]
n
= 2i=10 < Since Xy, ..., Xy, are i.i.d. Exzp(d)
n
_w
n
= 0
= BX) = 6§-96
= 0
Thus X is an unbiased estimator for §. O

b) Show that nX(;) = n x min(Xj, ..., X;;) is an unbiased estimator for ¢
Solution:

Proof. First, either claim X(;y ~ Exp(§/n) from class, or prove that X ) ~
Exp(d/n) as below:

fxpy (@) = n(l—F@)"" f(z)

_ (1 _ p—x/0\\n—1 —z/6
= { g(l (L—emf)) e O<z lez <+ Since X7, ..., X, are iid Exp(d)

- ne "0 0 <z < oo
N 0 else



Since X(q) has the PDF of Exp(d/n), we conclude that Xy ~ Exp(d/n).

Thus
= n(6/n) < Since X1y ~ Exp(d/n)
= 0
:>B(TLX(1)) = §—9¢
=0
Thus nX () is an unbiased estimator for 4. O

c) Which estimator is better for estimating 6, X or n.X w?
Solution:

Proof. Note: Since X7, ..., X,, are i.i.d. Exzp(J), we see that Y i | X; ~ I'(n,0)

= V[X] = V[nX(q)] « Since
1 Since X is unbiased nX (1 is unbiased
1 & _ 2
1= . 27
- %”52 : nsy‘l2 X ~ Exp(6/
ince ~ Exp(d/n
4 Since Y, X; ~ T'(n, o) - ; o ~ Eap(6/n)
52 N
B

Since both estimators are unbiased and MSE(X) < MSE(nX1)) we con-
clude that X is the better estimator. O

Challenge Question: R
Let X1,...X, be iid. U(—0,0). Find an unbiased estimator # that is a function of
X1, X



